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Abstract

Augmented Reality (AR) devices, emerging as prominent
mobile interaction platforms, face challenges in user safety,
particularly concerning oncoming vehicles. While some so-
lutions leverage onboard camera arrays, these cameras often
have limited field-of-view (FoV) with front or downward per-
spectives. Addressing this, we propose a new out-of-view se-
mantic segmentation task and Segment Beyond View (SBV),
a novel audio-visual semantic segmentation method. SBV
supplements the visual modality, which miss the information
beyond FoV, with the auditory information using a teacher-
student distillation model (Omni2Ego). The model consists
of a vision teacher utilising panoramic information, an audi-
tory teacher with 8-channel audio, and an audio-visual stu-
dent that takes views with limited FoV and binaural audio as
input and produce semantic segmentation for objects outside
FoV. SBV outperforms existing models in comparative eval-
uations and shows a consistent performance across varying
FoV ranges and in monaural audio settings.

Introduction

Over the span of 2009 to 2018 in Australia, there were
1,711 pedestrian fatalities and over 30,000 recorded hos-
pitalizations stemming from injuries incurred in road acci-
dents (Department of Infrastructure and Government 2018).
These alarming statistics underline the growing concern over
pedestrian safety in the era of mobile technology. The issue
of pedestrian distraction may be further exacerbated by the
rapid advancement of head-mounted displays (HMDs) and
extended reality technologies. Despite all the potential bene-
fits, HMDs compete for users’ limited attentional resources,
just like smart phones. Studies have shown that Augmented
Reality (AR) application usage increases the risk of pedes-
trian hazards, such as colliding with obstacles or being un-
aware of approaching vehicles (Serino et al. 2016).

A few research works address the road safety issue by
leveraging the cameras on mobile devices and HMDs. For
examples, Wang et al. (2012) and Tong, Jia, and Bao (2021)
used the onboard cameras to detect and predict vehicle tra-
jectories and warn the user of potential collision. Kang, Lee,
and Han (2019) presented a system for detecting the ground
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Figure 1: Task Description: The pedestrian in the left image
can only see objects in the field of view but hear the oncom-
ing out-of-view vehicle and determine its general location,
what kind of vehicle it is, and its potential moving direction.
The right image describes our novel task, with only first-
person view and binaural audio, the model can semantically
segment the in- and out-of-view vehicles in the panorama.

obstacles along the path of pedestrians. Nonetheless, the fo-
cus on compactness and user comfort in mobile devices limit
the placement of the camera system, resulting in a restricted
field of view (FoV) that only marginally exceeding human
vision. As a consequence, rendering both the user and the
Al model blind to potential road hazards, which frequently
originate from areas outside the current FoV. Researchers
also explored the use of audio signal to infer the out-of-view
objects (Manori et al. 2018; Mizumachi et al. 2014; Rovetta,
Mnasri, and Masulli 2020), yet these approaches often lack
precision in locating the position of upcoming vehicles.

Recognising this challenge, we introduce a new semantic
segmentation task for objects beyond the field of view, with
a benchmark that focuses on identifying oncoming vehi-
cles for HMD users safety. This introduces a novel partially
missing modality problem, where the model only has access
to partial information within a specific modality, such as a
constrained FoV or monaural audio signals to the surround-
ing environment. This problem formulation diverges from
both the conventional multi-modality problem, which aims
to enhance downstream tasks, such as tracking or segmenta-
tion accuracy, by leveraging multiple modalities (Valverde,
Hurtado, and Valada 2021; Chakravarthula et al. 2023; Ziirn
and Burgard 2022; Kim and Kim 2023), and the cross-



modality problem, which focuses on the knowledge trans-
fer from one modality to another in cases of absent in-
formation (Gan et al. 2019; Dai et al. 2022). In contrast,
our focus is specifically on situations where the modality
is only partially missing, which provides the opportunity of
utilizing the available signal in conjunction with data from
other modalities. It should be noted that the partially missing
modality problem can be seen as a specific, yet significant,
case within the cross-modality problem, where one modality
is partially missing (e.g., limited FoV vs panorama).

To tackle this task, we propose Segment Beyond View
(SBV), an audio-visual semantic segmentation method that
supplements the visual modality, which partially miss the in-
formation beyond FoV, with the auditory information. SBV
is driven by a teacher-student distillation model, which we
termed Omni2Ego, comprising a vision teacher utilising
panoramic information, an auditory teacher with 8-channel
audio, and an audio-visual student that takes views with lim-
ited FoV and binaural audio as input and produce semantic
segmentation for objects outside the FoV. Fig. 1 shows the
illustration of our task. Adapting the Omni Auditory Percep-
tion Dataset (Dai et al. 2022; Vasudevan, Dai, and Van Gool
2020) to the proposed task, the results suggest that our
method outperforms state-of-the-art audio-visual semantic
segmentation methods (Zhou et al. 2022, 2023) and main-
tain consistent performance across different FoV ranges and
in monaural audio environments.

Our work makes following contributions: (1) Presenting
a simple yet effective framework, termed Segment Beyond
View (SBV), that leverages the partially-available informa-
tion in one modality and complements it with information
from another modality to perform the out-of-view semantic
segmentation; (2) Introducing a novel out-of-view seman-
tic segmentation task and its associated benchmark based on
public dataset; (3) Demonstrating the superior performance
of SBV through comparison with state-of-the-art models
and presenting ablation studies examining various degrees
of partially missing modality and model architectures. Ad-
ditionally, our task has potential implications to robot navi-
gation, autonomous vehicles and road safety in general.

Related Work
Pedestrian Safety

Numerous studies have found that engaging in activities
such as texting, talking, playing AR games on a phone can
lead to unsafe street crossing behaviours, such as delayed
initiation of street crossing, stepping onto the street be-
fore vehicles come to a complete stop, and slower walking
pace while crossing the street (Campisi et al. 2022; Serino
et al. 2016; Cortes et al. 2023). These research also suggests
that pedestrians may underestimate the risks associated with
their distracted behaviour, further exacerbating the problem.

Many works have been dedicated to enhancing pedestrian
safety through the detection of road hazards and guiding
users’ attention towards them. For example, previous stud-
ies used smartphone cameras (Wang et al. 2012; Hollédnder,
Kriiger, and Butz 2020) to detect potential hazards in the
vicinity. Novel visualization methods have also been ex-

plored to notify users of out-of-view objects, such as Halo
and Wedge (Gruenefeld et al. 2018), EyeSee360 (Gruene-
feld et al. 2017), and EdgeRadar (Gustafson and Irani
2007). Jung et al. (2018) integrated these visualisation meth-
ods with a vehicle position estimation model based on
an additional wearable camera. Similarly, some AR ap-
proaches (Tong, Jia, and Bao 2021; Wu and Chen 2023) are
developed to inform pedestrians of the collision direction.
All these works rely on the assumption that cameras could
capture approaching vehicles, while our work alleviate this
limitation and demonstrate the potential of identifying on-
coming vehicles outside the FoV.

Multi-modal Learning with Missing Modality

Multimodal learning with missing modalities has gained
much attention recently. Some methods aim to make pre-
dictions even when some modalities are unavailable dur-
ing training or testing. Some approaches, such as those by
Recasens et al. (2023) and Ma et al. (2022) apply masks
or optimize multi-task strategies to handle missing modali-
ties. Other methods handle missing modalities by predicting
weights (Miech, Laptev, and Sivic 2018) or using combina-
torial loss (Shvetsova et al. 2022). A recent work (Li, Liu,
and Tang 2022) proposes an audio-visual tracker that can
localize speaker targets in the absence of visual modality.
However, those methods require modality-complete train-
ing data. The SMIL (Ma et al. 2021) and ShaSpec (Wang
et al. 2023) are developed specifically for handling multi-
modal learning with missing modalities both during train-
ing and testing. But above methods all assume that one or
more modalities will be missing entirely instead of partially
missing of certain modalities. However, our partially miss-
ing modality task assumes all kinds of modalities exist, but
each of them is partially missing.

Audio-Visual Segmentation

Many audio-visual tasks have been proposed in recent years,
such as visual sound source localization (Hu et al. 2020; Ka-
math et al. 2021) and audio-visual event localization (Tian
et al. 2018; Wu et al. 2019). Existing audio-visual segmen-
tation methods (Chen et al. 2021; Liu et al. 2022) have made
significant progress but cannot distinguish object categories.
AVSBench and TPAVI (Zhou et al. 2022) for audio-visual
semantic segmentation is recently proposed to address this
issue. But all above segmentation methods tend to locate vis-
ibly sound-making objects, the auditory signal also includes
out-of-view sound-making objects. Those invisible out-of-
view sound-making objects are also important, especially
for AR user safety. The invisible part in our task setting are
the missing part of visual modality. In this paper, along with
a partially missing modality task and its settings, we propose
a Segment Beyond View (SBV) model to tackle the partially
missing modalities issues existing in multi-modal learning.

Method
Problem Definition

We are interested in audio-visual semantic segmentation
with partially missing modality. Given an audiovisual
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Figure 2: Description of binaural audio selected by the left
and right rotation of the head. The number of left turns neg-
ative, and the number of right turns positive.

dataset contains omnidirectional auditory or visual informa-
tion: panoramas and binaural audios in four directions (front,
back, left, and right). Panoramas and all audios are acces-
sible during training, but only partial view of the panora-
mas and the binaural audios in one direction are available in
testing. Also, the training data contains no manual annota-
tions. Our scenario is under pedestrian road safety, we de-
fine the partially visible view as the first-person view of the
pedestrians. Formally, given a dataset D = {D,, D, }, where
D, means the auditory modality part and D,, means the vi-
sual modality part. D, contains binaural audio from 4 direc-
tions and D,, contains panoramas. For each panorama in the
dataset, a randomly generated head rotation is assigned and
the corresponding binaural audio is selected. We follow the
previous works (Gao and Grauman 2019; Vasudevan, Dai,
and Van Gool 2020; Gao et al. 2020) to transfer the selected
binaural audio to spectrograms, and denote x'*? and y%P as
the spectrograms of input audio signals (isp) and spectro-
grams of their difference (dsp) with other directions. We de-
note x*P as the spectrograms of audio in other directions.
We denote the First-Person View (FPV) generated based on
field of view and head rotations as x™" for the correspond-
ing panoramic image x'. Our task is to use such datasets
to train a model that can semantically segment the sound-
making vehicles in the surrounding environment when the
first-person view and binaural audio are available.
“Partially Missing” Settings: The “partially missing”
settings have visual and auditory parts. The visible part of
the panorama is the first-person view generated by the head
rotation. For visual modality, the “partially missing” is the
out-of-view scene. The binaural audio is selected accord-
ing to the head rotation. For auditory modality, the “par-
tially missing” is the binaural audio from other directions.
Head rotation consists of three parameters: horizontal, verti-
cal, and in-plane rotation. Formally, u € (—180°,180°),v €
(—=90°,90°),rot € (—180°,180°), where, “u”, “v” and
“rot” represent the horizontal, vertical and in-plane rota-
tion viewing angles, respectively. We visualize the binaural
sound selection process in the Fig. 2. Formally,
{2,5}, ue(—45°, 45°)
{47}, ue( 45°, 135°) )
(3.8, ue (—45°,-135°) M
{1,6}, otherwise

where, {1, ..,8} means the id number of microphones and
F(-) denotes the mapping function for the id numbers in
Fig. 2. Regarding the first-person view, we opt for the binoc-
ular overlap area size equivalent to human eyes, measuring
135° vertically and 120° horizontally (Wandell 1995), as
this is crucial for comprehensive environmental perception.

Sound-making Objects Extraction: We use the follow-
ing steps to generate foreground masks (M) for sound-
making vehicles, etc., which are in line with the previous
work (Dai et al. 2022). We use GSoC algorithm (Samsonov
2017) in OpenCV (Bradski 2000) to extract video back-
grounds instead of the simple one mentioned in the previ-
ous work. Given a panoramic image (x") and a background
(xP®), first use the semantic segmentation model pre-trained
on the Cityscapes dataset (Cordts et al. 2016) to get their se-
mantic segmentation results: y*¢ and y°¢. M® is generated
using the following formula:

e _ { L ifyy,, € {ci,cac3} and y iy ) # Y'(Ji,w)

(hyw) 0, otherwise

@)

where (h,w) denotes the coordinates of the pixels, 1 is
to keep the pixel that is belong to the sound-making ve-
hicles and 0 means otherwise. c1,Co,C3 mean car, tram
and motorcycle correspondingly. We achieve similar results
(mloU: 65.39%) on AuditoryTestManual dataset (see in Sec-
tion “Dataset”) with the previous work (mloU: 65.35%) us-
ing the same DeepLabv3+ (Chen et al. 2018) framework.
Therefore, we consider our method can successfully gener-
ate the foreground masks, as some results shown by Fig. 5.

Model Architecture

To the best of our knowledge, we are the first to solve par-
tially missing modality for audio-visual semantic segmenta-
tion and we also propose a new strong baseline. We adopt
teacher-student distillation framework to train our encoder-
decoder based model: Segment Beyond View (SBV). Fig. 3
shows the overall training architecture. For visual and au-
ditory data, we employ two encoders respectively. Specif-
ically, £ = fge(x"""), where, fge means the visual
student encoder parameterized by 60, £ represents the
feature ouputted by the visual encoder; similarly, £5° =
Joen (x'P), where foere is the auditory encoder, “as” means
the auditory student encoder and £ is the output feature.

Audio-Visual Feature Fusion Module (AVFFM): For our
partially missing modality task, only first-person view is
visible, and sound-making objects in the invisible out-of-
view area need to be located by audio. We adopt an atten-
tion module for concatenated cross-modal features to better
capture semantic-rich information with not only the multi-
modal attentions, but also the uni-modal attentions. For de-
tails, we sent the visual feature map £ and the audio fea-
ture map 1 to the AVFFM. Since the f3° has different

feature map size with the £, we perform a following align-

ment process: £57¢ = fo (£22°), where, fgr= means the re-
size operation that used to align the size and £ is the
updated feature of the auditory encoder. Then we concate-
nate them and send it to do the dot-product measured atten-
tion (Zhou et al. 2022). Formally, for each £ € R# XWxC
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Figure 3: Segment Beyond View model training architecture consists of a vision teacher, an auditory teacher, and an audio-
visual student. The student takes first-person view (x'P¥) and binaural audio (x*P) as inputs. The input of the vision teacher
model is the panorama (x"), and the input of the auditory teacher model is the 8-channel audio (x'*?, x°P). The encoders for the
visual and auditory teacher are foe and fgee, and the decoders are fyx: and fgx=. The encoders for the student model are fgene
and f9§3c, the decoder is fgslec, and the segmentation, image-, and audio- reconstruction heads are f‘g:eg, fg:f, and fg:.

and fﬂ‘c c RH X W' , we get the audio-visual feature map
F, RHXWx(C+C").
Q = W(Fav)7 K :TQS(Fav
Z = Fa + H(%V)a

V = Fav )
), 9(Fay) 3)

where, Z € RIXWx(C+C) denotes the updated audio-
visual feature map, Q, K and V represent the query, key
and value in the attention mechanism, ¢, w, g and u are
all 1 x 1 convolution layers, N = H x W and serves as a
normalization factor.

Our decoder contains 4 stages. Formally, we denote size
of each stage’s output feature map as Fi¢ € RHs*WoxCo,

where (Hy, W) = %,g ={0,1,2,3} and C, =
512. The segmentation head restores the feature map size
and classifies each pixel. “(H'™¢, W'™)” means the original
height and width of input images. We denote the process of
the decoder as: F3* = fyuc(Z), where FI* is the output

of the decoder (equivalent to Fdec at g = 0) and fgee rep-

resents our decoder. For detalls £ = fyee(F&°), where,
Joxe denotes the segmentation head of the student model and

£5°8 ¢ RE™XW™xK is the output logits of the segmenta-

tion head. K is the number of classes. After that, we use the
softmax operation to get the segmentation results.

Audio and Image Reconstruction Head: To make the
model have the ability to reconstruct the features of the
sound-making objects in the out-of-view area and the richer
position information of those objects in the audio informa-
tion from other directions at the feature level, we introduce
the image and audio reconstruction tasks as auxiliary tasks.
Image reconstruction head restores the size to the input size.
For details, fY = fesv(Fgec), where, g = 3, fg; means the

. . img img .
image reconstruction head and £y € R >*W™x3 jg the

reconstructed image. Following the previous work (Gao and
Grauman 2019) for the audio reconstruction head, the model
tries to predict the differences between each channel audio.
We use left ear audio to predict left ear audio in other di-
rections, vice versa. We use the following steps to get the
spectrograms of the differences between each channel au-
dio: y¥P = fgg(Ffec), where, g = 3, y®P is the predicted
spectrogram of the differences and fg. is the audio recon-
struction head and some post-process methods.

Omni2Ego Distillation

Knowledge Distillation (KD) attempts to preserve useful
knowledge from the teacher into the student as the teacher
can acquire more information than the student during train-
ing. While in testing, student cannot access full modalities
information, KD can thus help to improve the performance.
We propose “Omni2Ego” distillation method which is ex-
tremely simple but effective and can distill Omni-directional
information into the Ego-centric perspective, in both the vi-
sual and auditory aspects. Specifically, we distill panoramic
visual information into the first-person view for completing
missing visual part at the feature level. We also distill 8-
channel audio information into 2-channel binaural audio for
completing missing auditory information from other direc-
tions. We choose encoder-decoder architecture based Seg-
Former (Xie et al. 2021) and 8-channel SoundNet (Dai et al.
2022) as our visual and auditory teachers. Our method is di-
vided into feature alignment and logits distillation parts.

Feature Alignment Distillation: We denote the outputs
of the encoders of the v1sual and audltory teachers as: r$°
and £3'°, respectively. “at” and “vt” present the audltory

at
teacher and visual teacher Formally, o = fore(x") and

£ = foee(x XI5, x%P) where foene and foene Tepresent the
encoders of visual and auditory teachers. “(x'P, x°P)” is the



8-channel audio spectrograms. We use a linear layer and an
interpolation operation to align the size of r&{° with the size
of £ during training. Formally, ™ = fepm] (r$r¢), where
fomai is the projection layer that can align the feature map
size and £ represents the aligned feature map of the visual
teacher encoder. We abandon the fyuo during testing.

Logits Distillation: For the logits from visual and auditory
teachers, we denote them as: r;® and f; %, respectively. To
be specific, ryy* = fyee (7€) and £* = foue (£57°), where
Josee and fgse: denote the segmentation head of the visual and
auditory teachers. To target logits from the visual teacher, we
apply foreground masks Mfg from the Eqn. 2. Specifically,

fof = Meri®, where £); means the target logits.

Training Objectives

The objective function for training is divided into three
parts: Feature Alignment Loss, Logits Distillation Loss and
Modality Reconstruction Loss, as shown in Fig. 3.

Feature Alignment Loss (FAL): FAL is based on the L2
loss and is divided into visual and auditory parts:

|D| D]

tra (D, ©) lefem—ff?“llz DB £ ]2, @)
i=1
where, f¢,(-) means the feature alignment operator, || - ||2

means the two norm operator, ©"¢ = {4, < gepe, gene

Logits Distillation Loss (LDL): LDL is divided into visual
and auditory parts. Since we only focus on three categories
of moving sound-making objects, in order to make the stu-
dent model pay more attention to the important features from
the teacher model, we use L1 loss for logits distillation:
D] D]
(D, ©%¢) Z [E%, £52 1 4+ > IS, £, (5)
i=1
where, {1q(+) denotes the overall logits distillation operator,
|| - |1 denotes the L1 loss operator, ©%°¢ = {05, 635, 6% }.
Modality Reconstruction Loss (MRL): MRL has two
parts, one is to reconstruct the panoramic image, another is
to reconstruct the binaural audio from other directions:
|D| |D|

Z [y = 5%l + > %" = £l2, (6)
=1

where, lpec(+) denotes the reconstruction operator, O™ =
{62,67}. We use L2 loss here.

S?» 7S

Overall Loss: Below give the overall 1oss g (+):
lask (D, ©) = Mg (D, ©°) 4Bl (D
@)

where, © = {©*¢ 0™ O} A = {A, N}, B =
{BasBu} and v = {7Va, Vv }- Aq and A, are trade-off factors
used to mediate between auditory and visual features. 3, and
B, are trade-off factors for auditory and visual logits. 7, and
v, are coefficients for audio and image reconstruction.

Erec D @rec

Experiments
Dataset

Existing omnidirectional audio-visual semantic segmenta-
tion datasets for road safety are limited. Omni Auditory

) 9Seg)"’_’ygrec (D» @reC) )

Perception Dataset (Dai et al. 2022; Vasudevan, Dai, and
Van Gool 2020) is a dataset that contains 64, 250 2-second
video clips with 8 channel audio of city traffic in Zurich
that are recorded by a 360° GoPro Fusion cameras and 4
pairs of 3Dio binaural microphones in four directions (front,
back, left and right). In addition to the normal training
dataset (51, 400) and validation dataset (6, 208), it contains
two test datasets: AuditoryTestPseudo dataset (6,492) and
AuditoryTestManual dataset. The annotations for Auditory-
TestPseudo dataset are generated by the model pre-trained
on the Cityscapes dataset (Cordts et al. 2016). Most objects
that need to be segmented are in the equatorial region of
the panorama without obvious distortion (Dai et al. 2022).
Therefore, those pre-trained models can achieve satisfactory
performances. AuditoryTestManual dataset is a manually la-
beled dataset contains a total of 80 images but covers a va-
riety of scenarios including rainy, foggy, night and daylight.
This dataset contains three categories: car, tram, and motor-
cycle. Each sample has a panorama that is the middle frame
of the video clip and eight 2-second audio clips (this setting
follows previous works (Gan et al. 2019; Dai et al. 2022)).

Implementation details

We train models by using NVIDIA A100 GPUs. We use
Adam (Kingma and Ba 2014) and set learning rate as 1 X
1075 for the optimizer. We use one cycle policy (Smith and
Topin 2019) as our learning rate decay strategy. All images
are resized to 480 x 480. The spectrogram size is set as
257 x 601. All student models are trained for 50 epochs
to ensure that the loss converges. For the Eqn. 7, we set
Boa = 0.1 and B, = 0.4 for logits distillation; about the
feature distillation part, we set all A = 0.05 and we set all
~v = 0.02 for the MRL.

We choose SegFormer (Xie et al. 2021) pretrained on the
Cityscapes dataset and 8-channel SoundNet (Dai et al. 2022)
as teacher models. For student visual encoder, we followed
previous work (Zhou et al. 2022) and chose ResNet50 (He
et al. 2016) with an Atrous Spatial Pyramid Pooling (ASPP)
module (Chen et al. 2018); about auditory encoder which is
same with the SoundNet’s encoder. The segmentation head
consists of three convolution layers and one interpolation
operation. The components of the image reconstruction head
are three convolution layers and one upsampling layer. The
audio reconstruction head has 5 convolution layers.

Overall Performance

Following previous works (Vasudevan, Dai, and Van Gool
2020; Dai et al. 2022; Zhou et al. 2022), we present the Fg-
score (8 = 0.3) and mean Intersection-over-Union (mIoU)
of the following baseline methods and our models in the
Tab. 1, since our task is still an audio-visual semantic seg-
mentation task. Our task divides the panorama into first-
person view and out-of-view area, we apply the above two
metrics to both area, which is simple to realize and just apply
first-person view and out-of-view masks on segmentation re-
sults and ground truth and then to do the evaluation.

Vision Models: We also choose the SegFormer (Xie et al.
2021) with only first-person view input to verify that it is
impossible to achieve satisfactory performance with visual



AuditoryTestPseudo AuditoryTestManual
Methods Input FPV (0]0)% Overall FPV (0]0)% Overall

F-score mloU | F-score mloU | F-score mloU | F-score mloU | F-score mloU | F-score mloU
SegFormer | Panorama - - - - - - - - - - .820 67.3
SoundNet 8-Channel - - - - .588 42.5 - - - - 547 40.4
TPAVI Panorama & 2-Channel - - - - 907 72.6 - - - - 815 67.0
SBV Panorama & 2-Channel - - - - 936 74.3 - - - - .886 69.9
SegFormer FPV 755 69.1 207 12.7 440 30.4 .688 62.7 .186 11.4 .396 27.2
SBV-V FPV 758 69.5 264 16.2 471 32.5 700 63.9 226 14.0 427 29.4
SoundNet 2-Channel - - - - 501 36.2 - - - - 458 32.3
SBV-A 2-Channel - - - - .545 38.4 - - - - 491 35.3
TPAVI FPV & 2-Channel 795 71.6 505 39.0 .647 47.5 154 69.1 410 31.9 .586 42.5
SBV (Ours) | FPV & 2-Channel 817 73.8 590 46.7 705 53.0 777 70.3 551 43.3 679 50.1

Table 1: The general table contains the comparison with other baselines. FPV: first-person view; OOV: out-of-view; Seg-
Former (Xie et al. 2021); SoundNet (Vasudevan, Dai, and Van Gool 2020); TPAVI (Zhou et al. 2022). Here we report mloU
(%) and F-score. It should be noted that we fill some cells with “-”, because for the models that take panorama and audio as
inputs do not have first-person view or out-of-view and we only report the overall performance.

inputs alone. For “SBV-V”, this is an variant of our model,
we disable the auditory encoder, AVFFM and image recon-
struction and only apply visual feature alignment and logits
distillation. SBV-V with only first-person view input can also
achieve higher performance than SegFormer with only first-
person view input by using our visual distillation method
from panorama to first-person view, and resulted in average
increases of 3.5 / 2.1% in mloU over out-of-view / overall.

Auditory Models: We use the 2-channel SoundNet (Dai
et al. 2022) as the auditory input only method and it is used
to show panoramic semantic segmentation using only bin-
aural audio is challenging. For “SBV-A”, it is another variant
of our SBV, we disable the visual encoder, AVFFM and au-
dio reconstruction and only apply auditory feature and logits
distillation. We can see SBV-A with only binaural audio input
also outperforms 2-channel SoundNet by using our auditory
distillation method by about 2.2 / 3.2% mloU on two Audito-
ryTestPseudo and AuditoryTestManual datasets respectively.

Audio-Visual Models: We choose TPAVI (Zhou et al. 2022,
2023) which is the first and state-of-the-art audio-visual se-
mantic segmentation model for comparison with our model.
We train it using first-person view and binaural audio as in-
puts. From Tab. 1, we found that our SBV shows strong ad-
vantages over TPAVI (Zhou et al. 2022, 2023), not only on
the overall performance, but also in out-of-view areas and
receives particularly good performance in out-of-view areas.
Compared to TPAVI, our SBV improved by 7.7 / 11.4% in
the mloU on out-of-view area, 5.5 / 7.6% on overall per-
formance, and slightly improved by 2.2 / 1.2% on the first-
person view, on the AuditoryTestPseudo and AuditoryTest-
Manual datasets respectively. Fig. 5 shows some segmen-
tation results of TPAVI and our model. We can clearly see
that our model segment more objects outside the field of
view, and those objects are more defined. This proves that
our model can focus not only on in-view objects but also
on out-of-view objects. In addition, due to the Omni2Ego
distillation and MRL, our SBV can better reconstruct the in-
formation of the out-of-view objects at the feature level. We
can see in the fourth row of Fig. 5, our model has a better
representation of the shape of the tram at the edge of first-
person view compared to TPAVI. Moreover, our model also
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Figure 4: mloU (%) results for different field of view sizes.

outperforms better than the 8-channel auditory teacher.

We found it is critical to achieve a desired performance
using a visual or auditory modality with partially missing
parts. However, when joint utilizing both modalities, our
model can achieve satisfactory performance.

Analyses

Impact of Field of View Size We test our model by in-
putting different sizes of FoV (binocular and monocular) to
test the robustness of SBV. We found that the performance
is relatively stable and we show the results in Fig. 4. On
the whole, we find that the performance in the first-person
view (FPV) fluctuates slightly, but as the out-of-view area in-
creases, the overall performance decreases. In a larger FoV
(160° width, 175° height), our SBV can achieve better re-
sults, that is because SBV can better focus on larger FPV.
SBV can still maintain good performance in a small FoV
(80° width, 95° height), which should be due to the use of
the Omni2Ego distillation and the MRL. Also, our AVFFM
makes full use of auditory and visual information, SBV can
not only focus on in-view objects but also out-of-view ob-
jects. From another hand, although the FPV is small or any
interesting sound-making objects are not included in FPV,
it can provide directionality for SBV, which is also the way
that the human locate sounding sources (Blauert 1997).



Background Image

Ground Truth

Figure 5: Background, input, ground truth, results of TPAVI (Zhou et al. 2023), ours (SBV) under different weather conditions.
Light areas with green lines are first-person views. Yellow boxes mark the out-of-view differences between segmentation results.

. AuditoryTestPseudo AuditoryTestManual
Audio Channel | ppy ™66V Overall | FPV OOV Overall

Binaural 73.8 46.7 53.0 | 703 433 50.1

Mono 735 432 50.8 70.0 378 46.6

Table 2: mIoU (%) results of mono v.s. binaural audio input.

Mono v.s. Binaural Many real-world devices at least have
a single microphone. We randomly drop an “ear” to do the
testing. Results are shown in Tab. 2. We find that perfor-
mance of SBV does not drop significantly. The FPV mloU
is slightly affected, while the OOV mloU drops by about
3.5/ 5.5% on AuditoryTestPseudo and AuditoryTestManual
datasets respectively. It means that the segmentation of out-
of-view objects are more dependent on the auditory informa-
tion than in-view objects. That is because binaural audio can
provide some position information than mono audio from a
cognitive point of view (Blauert 1997; Kendall 1995).

Ablation Studies We conduct ablation studies on
Omni2Ego distillation, AVFFM and MRL. Please refer
Tab. 3 for results. We first introduce the Omni2Ego distilla-
tion and remove this module to verify its effectiveness. We
denote it as w/o OD. We find that mIoU decreased slightly
(around 1.3% on both test datasets) in the first-person view,
indicating that the model learned more shape information
of different categories. In addition, the out-of-view mloU
drops about 3 / 2 % mloU on AuditoryTestPseudo | Audi-
toryTestManual test datasets, showing that distillation can
indeed help the model reconstruct the missing parts of the
modality at the feature level. We then introduce the AVFFM
and verify it can indeed help models better focus not only on
objects in the first-person view but also on objects outside
of the view. We denote it as w/o (OD, AVFFM) in Tab. 3.
We found that the out-of-view mloU of the model dropped
by about 3% on average after removing this module on
both test datasets. This shows that AVFFM can help our
model get more information about out-of-view objects from
auditory signals. Finally, we introduce the MRL which is
expected to help the model to have ability to reconstruct
the partially missing modalities. The results of w/o (OD,

AuditoryTestPseudo AuditoryTestManual

Method FPV OOV Overall | FPV OOV Overall
SBV (full) 738 467 530 | 703 433 501
wlo OD 725 435 504 | 69.0 410 480

w/o (OD, AVFFM) 717 403 48.1 68.7 372 45.5
w/o (OD, AVFFM, MRL) | 70.1  38.2 459 68.0 349 43.7

Table 3: mIoU (%) results of ablation studies.

AVFFM, MRL) in Tab. 3 show that the MRL can help our
model improves about 2 % out-of-view and overall mloU
on average on both test datasets.

Conclusion

In this paper, we are the first to introduce and tackle the
challenging and novel problem in the field of audio-visual
semantic segmentation — Partially Missing Modality issue
for multimodal learning. We propose a simple yet efficient
framework named Segment Beyond View (SBV) to address
this issue. The SBV model leverages Omni2Ego distillation,
attention mechanism, and Modality Reconstruction Loss to
handle this problem. In the experiments, the proposed model
receives promising segmentation accuracy under different
evaluation metrics compared to other models. Through ex-
tensive analyses, robust performances are achieved with
both different sizes of field of view or in mono audio and
the effectiveness of each module is further verified.

Despite the very exciting out-of-view semantic segmen-
tation result in this paper, the trained model might fails in
a completely different scene, e.g. non-urban landscape, with
different distribution. This is a limitation shared by many
similar audio-visual segmentation works (Vasudevan, Dai,
and Van Gool 2020; Dai et al. 2022). Examining the gener-
alibility of these models is a promising future research di-
rection with significant practical implications. Due to the
limitations of existing datasets, we did not explore videos
from AR and pedestrian walking perspectives. As the model
matures, it will be beneficial to test the model in controlled
street crossing user studies.
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